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Introduction

The purpose of HRME is to create and maintain a spanning tree on the internet between a root node and all of the nodes who wish to receive copies of the magazine. The following sections will explain the format of the tree, how a node decides where to join the tree, and how the tree's structure is maintained.

Format of the Tree - Root & Corporate Nodes

The root node of the tree is the computer which contains the original copy of the magazine to be distributed. It is the job of the root node to start the process of passing the magazine down the tree.

The first step in joining the distribution tree is getting information from the root node. Because we expect to distribute many magazines all over the world it would not be net-friendly to set up a single root node that would handle all information requests. Instead we will set up a series of 'corporate nodes' which will be the children of the root node. Every copy of the HRME algorithm will have knowledge of the addresses of these corporate nodes. When a node wishes to join the tree the node will ask for the necessary information from these corporate nodes rather than the root nodes. It is expected that there will be relatively few corporate nodes. For example in the United States five corporate nodes would most likely be optimal. One in San Francisco, Los Angeles, the Midwest, Chicago and New York.

Forming the Distribution Tree
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If we count the time it takes a packet to travel from one node to another node and back (the ping time) as the 'cost' of that link we can quantify one aspect of the cost of the spanning tree. A second measure of cost of a spanning tree is the number of messages necessary to form and maintain the tree. Our goal is to minimize both costs. The first step in doing so is to direct a node who wishes to join the tree to a node already in the tree whose ping weight with the new node will be as small as possible. At the same time we wish to find this optimal parent with as few messages as possible. Our solution is to give a new node a list of potential parents which the new node will ping and pick the parent with the least cost. In order to produce a small list of potential parents who are likely to be good links for the new node we use several heuristics.

Heuristics

Proximity

The cost of the links between two nodes is proportional to their physical distance. This is a very crude heuristic that is mainly useful in distances measured in hundreds of miles. Thus this heuristic would try to match a node from San Francisco with a node from Santa Clara before a node from New York.

Clumpyness

The physical location of nodes on the Internet tend to clump together. Examination of any map of Internet nodes will demonstrate this property. Clumpyness is expressed on several different levels of granularity. It holds from the continental level, most nodes in the Americas are concentrated in the United States. The state level, most nodes in California are concentrated in San Francisco and Los Angeles. Unfortunately we do not have sufficient data to determine if clumpyness also holds on the city level however we suspect that it does. In order to quantify clumpyness we require a means to divide the world up such that an unsophisticated user will be able to provide us with information necessary to identify their location. Several different methods present themselves including telephone area codes and zip codes.

Potential Parent List Generation

The proximity and clumpyness heuristics combine to give us a powerful method for quickly finding promising potential parents for a new node. When HRME is first executed on a particular system it will ask its user for the local area code and zip code
. Based on the area code HRME will contact the closest corporate node and request a potential parent list. The corporate node will maintain a database containing representatives for all the different types of clumpyness in the area for which it is responsible. When the new node requests to join the tree the corporate node will take all the identifying information the node has, area code, zip code, internet address, etc. and use it to determine which nodes already in the network are likely to make good parents. A representative sample will be chosen and given to the node as a potential parent list. Because all nodes but the root and corporate nodes are user nodes it is vital that the total load any user node is expected to handle is kept to a minimum. Thus a corporate node will keep several representatives of each clump so it can spread out the cost of being pinged and potentially joined by new nodes among the user nodes in a single clump.

The Distribution Tree

Node Format

In order to reduce the load on any single user node each user node will only be expected to support a finite number of children. Thus when the time comes to transmit a magazine it will only have to use a small portion of its bandwidth, during off-hours, to transmit the magazine.

Heartbeats

The structure of the tree is maintained through the use of heartbeats. A heartbeat is a message which is sent by the root node to all of its children. Inside this message is the Internet id of the root node. The root node's children, the corporate nodes, then append their own ids to the message and pass it on to their children. The heartbeat thus makes its way down the tree until it finally gets to a leaf where it is discarded. The cost of heartbeats is minimized by sending out relatively few. The size of the heartbeat will be small because even if the distribution tree should be binary
 and contain a billion nodes the token when it reached a leaf would only have thirty or 32 bit addresses.

Joining the Tree

A node joins the tree by pinging all the nodes on its potential parent list and then trying to join that potential parent with the lowest cost link. If the potential parent already has its maximum number of children then the potential parent will refuse the node's request to join but will forward to the node the potential parent's list of children. These children will then be added to the list of potential parent and the processes will iterate until a good choice who can accept the child is found.

Rejoining the Tree
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If a node's parent dies the node needs to rejoin the distribution tree. However a node who has lost its parent may be a parent itself. Because of this if the node rejoins the tree in the wrong place a loop may form in the tree. Such a loop can be detected be either the absence of a heartbeat for an extended period of time or by the repetition of entries in a heartbeat. However preventing a loop from forming in the first place is the preferred solution.

Loop Prevention

A loop can only form in the tree if an ancestor attempts to make one of its progeny into its parent. An ancestor may try to join with one of its progeny because the ancestor only knows who its children are not who all of its progeny are. However a node knows who its ancestors are because of the heartbeat and thus will reject an attempt by an ancestor to join the node as a child.

Because the tree is constantly in flux and heartbeats take time to reach all parts of the tree a node's ancestor list may be out of date. In order for the potential parent to be sure it has accurate knowledge of its ancestors it will create a counter. This counter will be initialized to the height
 of the first common ancestor of the potential parent and of the node requesting to join. The node requesting to join will use the ancestor list it had before it lost contact with its parent to determine who that common ancestor is. In the worst case their first common ancestor may be the root. Each time the potential parent receives a heartbeat the counter will be decremented. If the counter is decremented to zero without the potential parent receiving information indicating that the potential child is the potential parent's ancestor then the join will be approved.

During the period the potential child is waiting for approval the child will pass down its own tree the heartbeats received by the potential parent, however these heartbeats will be specially marked to reflect their "potential" status. These potential-heartbeats will be used as the ancestor list to determine if a connection to one of the potential child's progeny should be accepted or rejected and for calculating the size of the counter. When a connection is confirmed the next heartbeat will contain the ancestor list without the "potential" flag. The total number of heartbeats, assuming a full tree, necessary for a connection to be confirmed will be less than nine in the worst case.

When a node looses its parent and before it has a potential or confirmed connection it has become a root
 of sorts and must send down its own regular heartbeats. The progeny of the disconnected node will then use these heartbeats when deciding to accept connections by setting their counters to be MIN(the height of the common ancestor with the potential child, the height of the disconnected ancestor of the potential parent).

Finally, it is not possible for a loop to form if a node joins a potential parent whose height is less than its own. In that case no counter is necessary and if all other qualifications have been met the connection should be immediately approved.

Other Improvements

Improvements can be made in the algorithm including caching of pings from potential parents to be used when rejoining the tree, explorations of the tree by nodes already in the tree in order to find better connections, and limitations on tree heights but these are incidental to the main features of the algorithm which have been described above.

� The user may not know the area/zip code or may give the wrong area/zip code. This however does not present a serious problem as in the worst case pings can be used to roughly determine position. The result of bad information is an increase in the number of messages necessary to find an acceptable parent.


� A node in the actual tree is expected to have on average fourteen children. Given a 56 KBps line and assuming that the magazine is 1 MB and will take 60 minutes to transmit it then fourteen children will take up 7% of the total line capacity. In addition the transmission will occur during off-hours when the line should be unused. Thus fourteen children is a reasonable number.


� The height of a node is equal to the number of links between it and the root of the entire tree. Thus a disconnected child can have a minimum height of one.


� Using our previous number of fourteen children then a path from the root to the leaf of a tree with a billion nodes will be eight links long.


� The node is not an actual root and its height must be greater than or equal to one.





