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1. Abstract

As the internet increases in size publishers have realized that a new audience for their products is being created, an audience that can be reached without the usual expense inherent in paper based publishing. The allure of the new medium, including the economic feasability of highly directed magazines as well as the distribution of up to the minute information world wide has caused magazines like Time, U.S. News and World Report, as well as Scientific American to try electronic versions. The issue for publishers is no longer "do we start publishing on the internet?" but "how do we start publishing on internet?".

This paper proposes a solution to the publication question in the case of the publication of a weekly on-line magazine which is to be given away for free and whose costs are to be paid for by selling advertising space within the magazine. Given the lack of on-line credit card charging facilities this is the only sort of magazine which is currently economically feasible. The paper will explain the requirements of a solution to the problem, explain the role multicasting plays and then explore alternatives to multicasting and why they are not suitable.

2. Introduction

2.1 General Objective of the Specific On-Line System Chosen for Study

The purpose of the algorithm to be developed in this paper is to distribute a weekly magazine. The magazine will be transmitted as a 0.5 MB - 1 MB file, to 100,000 to 2,000,000 users. Regardless of the distribution mechanism chosen it must make efficient use of available bandwidth, be easy to use, make small demands on the resources of the receiver's computer, and provide for a mechanism by which the number of individuals on the distribution list is known to the magazine's publisher.

2.2 Unusual or Demanding Features

The most demanding feature of distributing a magazine on the internet is the requirement that bandwidth be used as efficiently as is reasonable. In the case of distributing a magazine on the internet bandwidth efficiency is measured by the number of identical packets that travel over the same network connection.
 




To explain the idea of multiple identical packets traveling over the same network link we will examine Figure 1. Figure 1 shows three nodes A, B, & C and one router R. Each edge is marked with a number that shows the cost of sending a packet on that line in a representative metric. If A wishes to send B & C the same packet using unicasting, the sending of information from one node to another, the total cost will be [(A+B)+(A+C)] = [(225+100)+(225+50)] = 600 units. If multicasting, the sending of information from one node to a subset of all possible destination nodes, were used then A would send a copy of the packet to R, who would know that the packet is a multicast packet and would then forward the packet to B and C thus reducing the cost of the transmission to [A+B+C] = [225+100+50] = 375 units.

There are two issues that make the magazine distribution problem different from the general multicast problem. The first is that the information being transmitted is high bandwidth but of very low priority. A transmission may be designed to take three to four hours to complete; this is acceptable because these three to four hours will occur between 2 am - 5 am local time. 

The second issue that differentiates this instance of the multicast problem from the more general multicast problem is that it is not reasonable to expect that any changes will be made to the internet routers to support multicasting. Several different routing algorithms and numerous different versions of routing software are used on internet and much of the hardware used for routing is dedicated to that task and not easily modified. As such any multicasting solution that is not mandated by the Internet Engineering Task Force, the central authority for the specification of internet standards, must operate through the receiving nodes and not through the routers. Using Figure 1 as an example the optimal solution assuming modification of the router R costs 375 units however a solution that does not allow for the router to be altered would instead form a Steiner tree
 and route according to the tree's structure. For Figure 1 the Steiner tree would be a linear tree of the form A, C, B. This means that A would send a packet to C who would then send the packet to B for a total cost of [(A+C)+(C+B)] = [(225+50)+(50+100)] = 425 units. This is still 175 units less than the non-optimal solution. However the Steiner tree problem is NP-Complete [Garey] and as such would not scale well so it could not support a network involving millions of nodes. Instead, as will be explained in more detail later in this paper, a heuristic is used based on a hybrid of tree and graph theory.

Unfortunately the literature exclusively examines multicasting with the assumption that routers can be altered in order to directly support multicasting. In addition the literature either ignores the issue of bandwidth and time requirements of different sorts of multicasting or only examines multicasting of high bandwidth/high priority data such as live audio and video signals. The most reasonable use of multicasting given today's internet, the transmission of large files to large numbers of receivers, has been ignored. This makes it difficult to present counter arguments to the ideas presented in this paper.

2.3 A Brief Description of Existing Mechanization

Current methods available for the distribution of a weekly magazine on the internet include:

· File Transfer Protocol (FTP), which is subject to request saturation and is a unicast medium.

· Electronic mail (e-mail), which has restrictions on the size of a single letter that are usually much lower than the minimum size of the magazine and is a unicast medium.

· MIME e-mail, which is an extension to the e-mail standard that allows for unlimited file sizes but which is not widely supported and is a unicast medium.

· MBONE, an experimental multicasting system that is designed for real time data transmissions and requires specialized hardware and software.

· NNTP, a protocol used for distributing articles on a dizzying array of topics throughout the internet. However its network structure must be optimized by hand, it provides no bandwidth optimizations, it provides no means to record distribution, and its users have a strong bias against its use as a vehicle for commercial endeavors.

· MOSPF, an intra-domain multicasting protocol that presents an optimal solution to the magazine solution but requires that the routers from a single company are used across a domain, does not connect well to domains that do not use MOSPF, and is not widely implemented.

3. System Requirements

3.1 Objectives of the System

Magazines make money through advertising and the larger a magazine's audience is the more it can charge for advertising space. Thus the goal of this program is to make the program as widely available as possible to increase audience size to it's maximum. This means that the program must be easy to use, use as little of the receiver's resources as feasible, make efficient use of bandwidth, and provide reliable distribution figures to the publisher.

3.1.1 Ease of Use

Any solution to the weekly magazine distribution problem should require very little on the part of the user in order to operate. Ideally the user should start a program and then walk away. The user should only be away of the program once a week when the program notifies the user that a new magazine has arrived. The multicast algorithm presented in this paper allows for this sort of operation because, once compiled and activated, it automatically handles tasks such as joining the multicast tree and receiving the magazine.

3.1.2 Make Small Demands on the Receiver's Resources

Whatever solution is used it should require as little of the user's CPU cycles and disk space as possible. The solution to be proposed in this paper, a multicast algorithm, requires end users handle the multicast routing. Thus it is vital that the amount of routing the user is asked to do is kept to a minimum.

3.1.3 Make Efficient use of Bandwidth

During November 1994, 2 Terabytes, specifically 2,230,098,005,750 bytes, of data was transmitted over the NSFNET owned routers on the internet through the NNTP protocol [NSFNET]. This data was not compressed and the distribution routes it followed were half hazardly put together. Given current compression technology and that the majority of the information transmitted was ASCII text the data could have been compressed to 50%-80% of its uncompressed size. NNTP transmissions accounted for 10.521% of all traffic as measured in bytes across NSFNET, thus becoming the third single largest source of traffic on the NSFNET. This sort of waste is tolerated by the internet community because the NNTP system is used primarily by non-commercial entities. However this sort of flagrant bandwidth waste leaves few people who believe that the current flat rate system for packet transmissions on the internet will continue for much longer. Most feel that a system of per packet pricing will be introduced to allow for different classes of service, a packet that will arrive in the shortest time with the highest reliability will cost more than a packet that is sent on a slower and less reliable line. It is likely that the lowest grade of packet, slow and unreliable, will be so cheap that it will not be economical to charge for them. Due to the volume of data to be transmitted and the possibility of per packet charging as well as the reaction of the internet community to bandwidth usage by commercial entities it is crucial that the multicast algorithm be as efficient as possible.

3.1.4 Accurate Distribution Numbers

Many of the possible solutions to the distribution problem, including the multicast solution, are distributed in nature. This distributed processing could result in no one knowing exactly how many people were receiving the magazine a similar effect already occurs with NNTP. It is crucial that the publisher know how many people receive the magazine so that advertisers can be made aware of the distribution figures and prices can be adjusted accordingly. Thus the presented multicast algorithm makes provision for the collection of distribution information.

3.2 Magnitude of Job

3.2.1 Platforms to be Supported

A minimum of ten different operating systems must be supported by the program: BSD 4.3, SVR4, Linux, Next, Solaris, VMS, MS Windows NT, MS Windows V3.1, MS Windows '95 and Macintosh System 7. The first seven platforms mentioned all conform, to varying degrees, to the POSIX.1[LEWINE] specification. POSIX.1 is a set of standardized function calls that provide an interface between programs and their host operating system. In theory it should be possible to write a single program that is POSIX.1 compliant that will then work on all seven of the previously mentioned systems. However not all of the seven systems are fully compliant and even those that are tend to have quirks in behavior that require localized testing and modification. The last three systems, MS Windows V3.1, MS Windows '95,  and Macintosh System 7 are not POSIX.1 compliant and will require specialized modifications be made to the program in order for the program to function on those platforms.

3.2.2 Internet Connectivity

Currently systems connect to the internet through three major hardware methods: Modem, LAN to a router, and direct wire connection to a router. The multicasting program must consider the special needs of each of these methods.

3.2.3 Testing Issues

While the core code should be the same for each platform it will nevertheless be necessary to test each platform separately. Further it will be necessary to test each network interconnection mechanism with each platform separately. This means that at least thirty different environmental combinations will have to be tested. There is also the issue of testing different versions of each platform. Some limit will have to be drawn for the number of different environmental combinations that will be tested but whatever it is the number of tests to be run will be substantial.

3.2.4 Phased Implementation

Were all features of the program to be implemented in the first released version of the program with specialized support for all possible combinations of  hardware and software the program would never be finished. As such the program must be implemented with phased support for various areas. For example a core code for the system using strict POSIX.1 would be released at first. This means the program would not run optimally under many of the different flavors of POSIX.1 compliant systems but it also means a code will be released to market. Optimizations would be added one by one as time for testing became available and as the market demanded it.

3.3 Type of User

3.3.1 User Support Facilities

The user of the program will be non-technical and can not be expected to be able to provide even basic trouble shooting abilities on their particular system. The program must be plug and forget. While many users connect to the internet through service providers who provide technical support the quality of this support is generally low. The service problem is further aggravated by the fact that the program will most likely have to be distributed in source code form and then compiled by the user. This is not an overwhelming problem as a variety of compilation aids are available, such as 'make' and various shell script facilities, that make compilation and installation a one command procedure.

3.3.2 The User's Hardware

Only nodes that maintain a permanent presence on the internet are to be supported in the foreseeable future. A node is to only be considered present on the internet when it is powered up and able to act interactively with the rest of the internet. In some cases, such as many MS DOS systems, a computer may be directly connected to the internet but may not be powered on twenty-four hours a day or may not have the appropriate internet software drivers loaded. In order to support such machines a distribution algorithm would have to send at the convenience of the receiver instead of at the convenience of the sender. This would complicate the distribution problem even further and destroy performance. As such these systems, which constitute a very small number of computers that are directly connected to the internet, will not be supported.

3.4 Non-Technical Issues (Economic, Legal, Administrative, etc.)

3.4.1 Maintance and Distribution of the Program

The purpose of this program is to sell magazines. As such the program will either be given away for free or, to make it easier to provide for the program's maintenance and updating, for a very low fee. The program will be made available through anonymous FTP and other public distribution mechanisms so that users will only pay for the program if they choose to. This concept is also known as shareware.

3.4.2 Publication of a Standard

The algorithm and interface specifications for the program will have to be published. This is required to prevent destructive competition. If no standard is published then other companies who wish to enter the internet publishing market will develop their programs using their own standard. Users are not likely to wish to run multiple distribution programs and will choose one of the distribution programs and stick with it. This will stratify the community and mean that publishers will either have to pay for the overhead of supporting several distribution protocols or will have to choose a single protocol and accept loosing the rest of the market. In addition publishing the algorithm allows the algorithm to be implemented by other companies on systems that the current publisher feels are marginal. Further if the algorithm proposed here becomes the standard then more magazines are likely to try to distribute via the internet thus making advertisers more comfortable with on-line magazines as an advertising medium.

4. Hardware System Characteristics - Communication Links

This section will describe the communication links that the program will be required to deal with directly. The issue of the hardware used to communicate over the internet is not germane to the program's development as the program will not be allowed direct access to the routing hardware. Instead the program will be required to use the Internet Protocol (IP) [RFC791] and its related standards for internet communication purposes.

4.1 Local Area Networks (LAN)

Direct connection of a LAN to the internet is usually achieved by having a single node on the LAN physically attached to the internet and the rest of the nodes on the LAN communicate to the internet through that node. More often then not the directly connected node also acts as a file server for the rest of the nodes. In this case a copy of the program can be run on the single internetted node and then the magazine can be made available to the rest of the nodes through the file server. Counting the number of users who actually then view the file is difficult but a variety of solutions, including having a small program set up to handle requests for the file and then count the number of requests are feasible.

Some LANs that are connected to the internet do not have a configured file server. In this case the most efficient use of resources is to have a single node act as a receiver for the rest of the nodes and then have the rest of the nodes switch to promiscuous mode to intercept the transmission. Otherwise it is possible to take advantage of the multicast features built into most LANs (for example IEEE 802.3, 4, and 5) by having one node act as receiver and then have it retransmit using a local multicast address.

A possible problem with multicast support on LANs is that many LAN bridges do not properly support local multicast features. In this case either each LAN in the bridged network will have to be treated as a separate entity for purposes of transmission or broadcast flooding will have to be used.

4.2 Modems

Many users connect to internet service providers via modems. Most modem users do not meet the requirement that they be connected continually to the internet and so will not be directly supported by the program. Instead their service provider will run a copy of the program, receive the magazine, and then make the magazine file available to everyone on the system through a public directory. The counting problem can be delt with as specified above.

4.3 Wired to Router

There are systems that are directly connected to the internet through a link to a router. This is the primary type of system supported by the program. Often directly connected systems are multi-user and several users on the system may want a copy of the magazine. If the users do not cooperate with each other it is possible that they may all run a copy of the program and each try to download the magazine. This is wasteful so the program must note when different ports at the same TCP/IP address try to connect to the system and ensure that only one is allowed to connect while the other programs at the same site are given copies of the program through interprocess communication or the file system.

5. Software System Characteristics

5.1 Operating Systems

5.1.1 POSIX.1

POSIX.1 stands for Portable Operating System Interface and is specified in IEEE Std.1003.1-1990 and ISO/IEC 9945-1:1990. POSIX.1 describes a set of function calls under C that provide basic services normally associated with an operating system. It is supported on the following target platforms: BSD 4.3, SVR4, Linux, Next, Solaris, VMS, and MS Windows NT. Unfortunately not all 'compliant' platforms are fully compliant. However which functions are widely supported and which are not is known, thus a carefully crafted program can be sure to use portions of POSIX.1 that are supported on most platforms. This means that a large number of platforms that are very common on the internet can be supported by a single POSIX.1 compliant version of the multicasting program. This does not remove the necessity of testing each platform independently but it reduces the work load necessary to support POSIX.1 platforms.

5.1.2 Microsoft Windows V 3.1

MS Windows V 3.1 is not now nor is it ever planned to be POSIX.1 compliant. This is because POSIX.1 assumes it is running under a pre-emptive multitasking environment which MS Windows is not. MS Windows does provide multitasking facilities but on a non pre-emptive basis. It is not feasible to develop a wholly separate version of the program just to support MS Windows which is not currently a major presence on the internet. Most likely a modified version of the POSIX.1 core program that will remove reliance on multitasking and will provide a macro based translation of POSIX.1 calls to their MS Window equivalents will be used for the MS Windows version of the program. This program will not run optimally under MS Windows but it should run sufficiently fast to be usable. The main reason to support MS Windows V 3.1 is company image, very few programs are taken seriously if they do not run under MS Windows. In addition the MS Windows V 3.1 program will also run under OS/2.

5.1.3 Microsoft Windows '95

MS windows '95, also known as Chicago, is a pre-emptive multitasking system but for reasons that are not entirely clear it does not support POSIX.1. This lack of support should not prove to be too difficult an obstacle as Chicago does provide most of the services called for by POSIX.1 but not in the POSIX.1 format. Masking POSIX.1 calls to their Chicago equivalents should allow for a fairly quick port of the POSIX.1 code to Chicago.

5.1.4 Macintosh System 7

Like MS Windows the Macintosh System 7 Operating System does not provide pre-emptive multitasking but instead uses shared multitasking. As small a presence as MS Window machines are on the internet System 7 machines are even more rare. Providing for their support is also a matter of company image. Thus support will most likely also be provided through a non-optimal modification of the core POSIX.1 program.

5.2 Programming Language

As POSIX.1 forms the basis of the program's development and as POSIX.1 is defined for C, the program will have to be developed in C. This is a great boon to the program's portability as reliable C compilers are available for all platforms that require support. Most of the platforms come standard with a C compiler and the GNU C compiler is available for free in versions for all platforms listed.

5.3 Security

Because this program is to be distributed through the internet rather than through a storefront there is a very real danger of tampering. While the majority of POSIX systems provide protections that can limit the amount of damage a rogue version of the program can cause at least three of the OSs to be supported provide no protection what so ever against a rogue program. Thus measures will have to be taken to help users authenticate the version of the program they are using. This will be achieved by publicly stating which internet sites carry an authorized version of the program, by providing the output to a hash of the program code through a secure hash generator for authentication purposes, and by signing the program code or binary with a public key signature system.

6. Manner of Utilization - Multicast Algorithm Design Overview

The following is a summary of the multicast algorithm's operation. As it is a summary and not a specification it only provides a general description of the algorithm's functionality. Various issues relating to error handling and network balancing are beyond the scope of this paper.

6.1 Multicast Network Format




The multicast program is based upon the formation of a multicast tree as illustrated in Figure 2. The multicast network takes the form of a tree with the sender at the root and the first level of the tree is made up of "central" nodes. The sender and the central nodes are provided by the company that is distributing the magazine and are placed in strategic locations around the globe. Their internet addresses are well known so that when a node wishes to join the network it will contact the closest centralized node and ask for information regarding where it should link in. The rest of the nodes in the tree are routers except for the nodes at the last level which are called receivers. This means that if a user node joins the tree and is assigned router status the user node is expected to pass on the information it receives from its parent to a certain number of children. The actual number of children each node will be asked to support will depend upon the type of connection it has to the internet, the type of system load it is expected to have during the transmission period, and the amount that the node's owner is willing to accept. It is expected that each node will support between fourteen and sixteen children, meaning that the multicast tree will increase levels at a rate of between log14 to log16. Fourteen to sixteen children is a reasonable load given that a total of between (0.5 MB * 14 Children) = 7 MB and (1 MB * 16 Children) = 16 MB will have to be transmitted over a three to four hour period giving a worst case data rate (16 MB/ 3 Hours) = 1.5 KBps. The actual datarate will be higher due to the overhead introduced by TCP/IP as well as administrative overhead but even assuming a tripling of the load due to those factors that still only results in a datarate of 4.5 KBps. The 4.5 KBps load will only occur during off hours as the multicast transmission will be delayed for each area based upon the time of the day at the receiving node. The slowest commercial grade internet links are 56 KBps while most links and almost all backbones are run on T1/T3 lines or the local equivalent.

6.2 Transmission Format

Two types of packets will be transmitted on the multicast network. The first is a pure data packet. It will be the responsibly of the transport layer algorithm, in this case the Transport Control Protocol (TCP) [RFC793], to ensure that data packets arrive without modification and in order. 

The second kind of packet is the checkpoint packet. Checkpoint packets are inserted into the data stream to divide the data stream into discrete units. If a node should lose connection with the multicast network, for whatever reason, and is later able to re-establish a connection it can examine the checkpoint packets in the data stream to determine how much of the data stream it missed while it was disconnected. The node can then request that its parent resend the missing data.

Checkpoint packets were chosen over other schemes, such as tagging each TCP packet put on the network, because the chance of node death is fairly low. Checkpoints can be inserted into the data stream in proportion to the perceived chance of node death thus allowing for flexibility. In situations where node death is extremely unlikely no checkpoints can be used and if a node death should occur the entire file will have to be retransmitted. This may sound drastic but for a transmission between two bridged LANs, or other highly reliable situations, this may be a reasonable risk.

6.3 Requirements of a Node

Each node must meet certain requirements in order to join the multicast network. First, baring maintenance or system problems, the node should be on-line twenty-four hours a day. Second, each node must keep a copy of the magazine on-line and available for at least twelve hours after the end of the magazine transmission period. This is necessary in order to allow nodes that had difficulties during the transmission phase to recover lost parts of the file from local nodes rather than from the central nodes.

6.4 Joining the Distribution List

Once a node has installed the program it can then connect to the multicast tree. As nodes are required to be on-line continually a node can add itself to the network at any time it wishes, including in the middle of a multicast. When a new node wishes to join the tree it needs to have some idea of where it physically is. The node's physical location is important because the internet is structured like a series of islands connected by a few bridges. For example Israel has a single internet link that connects it to the rest of the world. Thus if it can be determined that a new node is in Israel it would make sense for the new node to be given the addresses of other nodes who are connected to the network that are in Israel so the new node can find the node clossest to it. Unfortunately most computers on the internet have no idea where they physically are. IP addresses are not currently assigned geographically. The user can be asked to provide geographical information or the local time as recorded on the computer along with a few test pings
 can be used to make an educated guess.  The new node, geographical information in hand, would then connect to one of a series of well-known central nodes and ask to be hooked up to the multicast tree. The central node would examine the node's geographic information and based upon it's knowledge of the network architecture, which would be the result of pings, information passed up to it by its children, as well as information programmed into it, would pick the highest level nodes in the tree that were likely to be close to the new node. The new node would then ping the presented nodes to determine which nodes were closest. The new node would choose two or three of the most promising candidates and begin to ping their children to see which one was closest. This process would continue until the new node found a node in the tree that was closest that had an open node slot. The new node would then send a message to the central node and to the node it intended to connect to informing both that the new node was hooking in at that point. It should be pointed out that except during an actual data transmission no connection is kept open between a node and its children. Instead each node knows who its parent and children are and this information is used at transmission time to establish the network. The new node should also remember the other nodes that looked promising while it was searching for a connection so in case of a service disruption so it can start its search for a new connection from these local nodes. The above algorithm provides for a fairly balanced distribution tree as nodes naturally attach themselves to points in the network that are empty. However measures will still need to be taken to keep the number of levels in the tree to a minimum.

6.5 Reforming Broken Links

If a node should go down the network would no longer be connected. In this case all the immediate children of the broken node would need to find new connection points. All nodes keep back up nodes in memory but these back up nodes could be down or already serving the maximum number of children that they are willing to accept. With the back up nodes unavailable the children of the broken node would have to go through the initial connection procedure all over again. However the cost of trying to reconnect to the network will be low as even if there are 2,000,000 nodes only (log142000000 * 14 Children per level) = 70 nodes will ideally have to be pinged in order to find a new multicast net link point. This low cost means it is feasible to recreate the entire network during transmission time.

6.6 Optimizing the Multicast Tree

It is possible that the multicast tree could become unbalanced or that nodes could be placed in non-optimal parts of the tree. Because the tree is only used once a week to transmit the magazine and because the nodes are required to be continually powered on and connected to the internet it is possible to have the tree continually try to rebalance itself during non-transmission periods. Non-optimal distributions of nodes will most likely happen in localized areas of the tree, within one of the islands that makes up the internet. Thus the nodes within a localized area will be required to occasionally check their connections to other local nodes, using pings, in order to see if they can find a better location for themselves. If a node already has its maximum load of children then children can be swapped between different nodes to allow for the tree to be more optimally balanced.

6.7 Leaving the Distribution List

A node can leave the multicast tree by sending a message to its parent informing it that it is leaving. The node will also inform a central node for purposes of maintaining an accurate account of the number of nodes in the tree. It is not strictly necessary to inform a central node as all nodes inform the parent nodes of how many children they have transmitted to during a transmission period, this information will then find its way back to a central node. However it is still useful to maintain the secondary list as a means of error detection and to allow for faster tree formation.

7. Degree of Success

7.1 Past Experience

Multicasting has been used in various forms on the internet for several years now. Examples include NNTP, MOSPF, and MBONE all of whom will be examined in more detail in another section. However MOSPF and MBONE both require router modification in order to work and NNTP is horrifically inefficient. Another attempt at multicasting is the Internet Relay Chat (IRC) [RFC1459] system whose design is so convoluted and inefficient and who's over all utilization is so low that it had little to offer as an additional example.

7.2 Plans for Improvement: Internet Protocol - Next Generation (IPNG)

It was realized some years ago that IP could not last forever, if for no other reason than the 32 bit name space was running out. In December 1993 [RFC1550] a call was put out by the Internet Engineering Task Force requesting papers indicating what features need to be present in the next revision of IP. While a serious discussion of necessary features resulted it is already accepted by the community that some sort of multicast capability will be required of IPNG compliant routers. When this occurs the algorithm in this paper will be obsolete. However when the call for papers went out a deadline of February 1, 1994, was set for papers to be submitted. The last paper to reach publication in response to the white paper call occurred on October, 1994, quite a few months after February. Further these calls were only for suggestions of which features should appear in the standard and not a discussion of any particular standard. Most observers feel it will be many years before IPNG is published as a standard and many years more before it is implemented across the internet. Thus the protocol presented in this paper will most likely have many fruitful years ahead of it before it becomes obsolete.

8. Conclusion

8.1 Evaluation Relative to other O-L Systems

8.1.1 FTP

FTP stands for File Transfer Protocol [RFC959]. It is a protocol that provides for the transfer of directory structure information and files between nodes on the internet. FTP works much like a normal log-in in that the requesting node is required to present a valid user-id and password in order to gain access to the remote file system. To facilitate the distribution of public access information anonymous FTP nodes were created such that if a requesting node offers a user-id of 'anonymous' they will be given access to a special area of the file system containing public files without the need for a password. This system could be used to distribute the magazine by making the magazine available through a variety of anonymous FTP sites throughout the internet, thus dispersing the network load. The main problem with this method is that while it does allow a count of how many people have requested a copy of the magazine to be kept it is extremely wasteful of bandwidth. This is the equivalent of having a source node unicasting a copy of the magazine to every node that wishes a copy. The bandwidth issue overshadows all over issues and was the reason FTP was rejected as a viable option.

8.1.2 Electronic Mail (e-mail)

The e-mail standard for internet [RFC821] requires that every e-mail site be willing to accept e-mail messages of at least 1000 characters. However no site is required to accept more than that. The actual maximum size of a letter varies depending upon the settings of the letter's destination and interveining e-mail routers. The limitation on letter size is a problem as the magazine is quite large and very few sites would accept it in a single letter. Further only 7 bit characters may be sent over the e-mail system thus it would be necessary to convert the 8 bit magazine file to a 7 bit. Thus to send the file over e-mail the file would have to be encoded in a 7 bit format and then split into several pieces. To make the situation worse e-mail is a unicast medium and thus very inefficient for our purposes. Thus the wasted bandwidth and the contortions a user would have to go through to put all the pieces of the file together from different letters and then translate the file back to an 8 bit format are simply too great to use e-mail as a viable distribution medium.

8.1.3 Multipurpose Internet Mail Extensions (MIME)

Mime [RFC1521][RFC1522] is an enhancement of the current e-mail protocol that adds support for such things as 8 bit data transmission and unlimited letter lengths. It also adds identification features that would tell the mail program that the letter is a graphics file or a pointer to a document on the internet or any of a number of other supported formats. While it is likely that MIME will be upgraded to an official internet standard it is still not widely supported and most implementations do not implement the majority of the features. Further using MIME does not overcome the unicast problem and as such is not a feasible solution.

8.1.4 Network News Transfer Protocol (NNTP)

NNTP [RFC977] specifies the news protocol used for network news on internet, it is the same implementation as used on USENET. It is a multicast system of sorts that allows one source to transmit data to all members of the multicast network. In a certain sense NNTP seems to go out of its way to be inefficient. As previously mentioned NNTP is the third largest source of traffic on NSFNET and in November 1994 accounted for 2 terabytes of data transmission. None of which compressed and all of which was only loosely routed. While it would be feasible to transmit the magazine as part of the NNTP news feed it would cause howls of anger from the internet community, only non-commercial entities are allowed to be horrendously inefficient.

8.1.5 Multicast Backbone (MBONE)

MBONE [CASNER] is an experimental multicast network that specializes in the transmission of high bandwidth high priority packets, specifically real time audio and video feeds. It currently consists of 901 routers in 20 different countries[CASNER2]. To connect to the MBONE one must first arrange for a node on the network to connect to. This is important because the MBONE requires massive amounts of bandwidth and if a careful topology is not maintained the internet links it operates on could easily be overwhelmed. In addition MBONE also maintains three links between each destination so that each packet is sent once on each of the lines thus effectively tripling the amount of data transmitted. Once a connection node has been found one then needs to assign a machine to handle the routing of packets. It is advisable to keep the MBONE router separate from all other routers as it is still experimental.

MBONE is not a suitable solution to the magazine distribution problem as it is concerned with the other end of the multicast spectrum, high volume/high priority data transmission as opposed to the magazine problem that involves high volume/low priority data. Further setting up an MBONE site requires a fairly high level of technical expertise that limits the number of users who have access to it. For now MBONE is just a curiosity that eats an enormous amount of bandwidth.

8.1.6 Multicast Enhanced Open Shortest Path First (MOSPF)

MOSPF [RFC1584] is an algorithm for use in intra-domain routers. It is an enhancement of the OSPF [RFC1583] protocol that provides for multicast features in compliance with Request for Comment (RFC) 1112, the officially sanctioned but never implemented internet standard for router based multicasting. Because the algorithm is implemented in the routers MOSPF can provide optimal multicasting. Further the MOSPF standard provides for features to allow for inter-domain routing so in theory all MOSPF routers could be hooked together in an internet wide multicasting network. Already experiments are underway to connect MBONE to MOSPF. If MOSPF were the internet wide routing standard than the development of the algorithm in this paper would not be necessary. However there is currently only a single implementation of MOSPF by Proteon Inc. and that version is only running in twelve domains. However the program specified in this paper will provide hooks that will support MOSPF so as MOSPF becomes more common its more efficient services can be made use of.

8.2 Evaluation Relative to Non-O-L Approaches

8.2.1 Paper

This protocol will not replace paper. While this protocol offers the opportunity to distribute magazines at almost no cost, instantaneously, with graphics and audio, it is unlikely to replace paper so long as lugging a computer around is less comfortable then lugging a magazine around. Nevertheless there is a definite market for computer based publications. Most likely paper and the internet will not compete directly. Instead magazines that are more suited for a computer based presentation, such as up to the minute information sources or information sources that benefit substantially from video and will move to the internet while general interest magazines will stay on paper.

8.2.2 CD-ROM

The cost of producing a CD-ROM is measured in pennies. Producing CD-ROMs is so cheap that many computer game magazines now come with a CD-ROM in each month's issue filled with new computer games to try out. Several publishers have already tried experiments in publishing magazines solely on CD-ROM but the problem is that not that many people have CD-ROMs. This problem is not likely to remain for very long as almost every computer currently sold comes with a CD-ROM drive as a standard feature. Nevertheless CD-ROMs still must be produced and distributed, just as paper. The competition between CD-ROMs and multicasting as a new distribution medium should be interesting, each has its own advantages. CD-ROMs are cheap to produce and easily distributed with massive amounts of storage space allowing for full motion video and audio while multicasted magazines will generally only have 1/500th of the space but cost nothing to distribute. Most likely some happy medium will be struck where magazine formats that lend themselves to copious amounts of audio and visual effects will be distributed by CD-ROM and those magazines that are published very often and/or do not need a lot of video and audio effects will be distributed via multicasting.

8.3 Suggested Changes or Improvements

8.3.1 TCP (UDP Hybrid

The current algorithm uses TCP as its transport layer protocol. However TCP has a limited window size that only allows 16 K of data to be sent without acknowledgment at any one time. Reliable links can handle significantly more data with little fear of loss of efficiency due to errors on the line. As such a modified version of TCP with a larger window could be implemented that would adjust itself better to line quality variants between nodes in the multicast tree.

8.3.2 More Platforms

The platforms mentioned in this paper are not comprehensive. Many other platforms exist and many more will come into existence in the future. This protocol is not inherently tied to any particular platform and so it is expected that a number of other platforms will be added to those supported by the program.

8.3.3 Multi Source Multicasting

This protocol is designed to only support a single source for information within the multicast network. This reduces network set up and maintenance costs by half. The reason is that the speed of the links connecting node X to some other distant node Z are not the same as the links a packet from node Z is likely to travel to get to node X. This means that each node would have to join the network twice, once for messages going to it and once for messages coming from it. This was not a concern in the algorithm because the goal was to have one source send to everyone else. However in the future it would be useful to have full duplex connections so that any member of the network could become a source. This could form the basis for any number of interactive systems that benefit from multicasting such as discussion groups and journals.
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� The number of identical packets sent across the same network connection is not the only method of efficiency measurement. An additional method is the measurement of the number of packets that are simultaneously alive on the network. The multicast algorithm presented in this paper has greater optimality in that measurement than router based multicasting.


� A Steiner tree is a tree created from a connected graph whose branches form the least expensive path that visits all nodes in the graph.


� A Ping is a special packet which contains timing information that allows the travel time from one node to another to be measured. It is provided as a connectionless service. See [RFC791] "Timestamp or Timestamp Reply Message".
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